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IP Facts

Introduction

The LogiCORE™ IP RXAUI core is a
high-performance, low pin count 10 Gb/s
interface intended to allow physical separation
between the data-link layer and physical layer
devices in a 10 Gb/s Ethernet system.

The RXAUI core implements a single-speed
full-duplex 10 Gb/s Ethernet Reduced Pin
eXtended Attachment Unit Interface (RXAUI)
solution for Xilinx 7 series FPGAs that comply
with Dune Networks specifications.

The 7 series FPGAs in combination with the
RXAUI core, enable the design of RXAUI-based
interconnects whether they are chip-to-chip,
over backplanes, or connected to 10 Gb/s
optical modules.

Features

« Designed to Dune Networks specifications

« Uses two transceivers at 6.25 Gb/s line rate
to achieve 10 Gb/s data rate

« Implements DTE XGXS, PHY XGXS, and
10GBASE-X PCS in a single encrypted HDL

« |EEE 802.3-2008 clause 45 MDIO interface
(optional)

« Available under the Xilinx End User License

LogiCORE IP Facts Table

Core Specifics

Supported
Device Family(@)

Zynq®-7000, Virtex®-7, Kintex®-7, Artix®-7

Supported User

Interfaces XGMIL, MDIO
Resources See Table 2-1 and Table 2-3.
Provided with Core
Design Files Encrypted RTL
Example Design Verilog/VHDL
Test Bench Verilog/VHDL
Constraints File XDC

Simulation .
Model VHDL/Verilog
Supported

S/W Driver N/A

Tested Design Flows(2)

Design Entry

Vivado® Design Suite
IP Integrator

Simulation

For supported simulators, see the Xilinx
Design Tools: Release Notes Guide.

Synthesis

Vivado Synthesis

Support

Provided by Xilinx @ www.xilinx.com/support

Agreement

Notes:

1. For a complete listing of supported devices, see the
Vivado IP catalog.

2. For the supported versions of the tools, see the Xilinx

Design Tools:

Release Notes Guide.
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Chapter 1

Overview

The RXAUI standard was developed as a means to improve the 10-Gigabit Ethernet port
density. The number of XAUI interfaces that could be implemented was limited by the
number of available transceivers, with capacity and performance still to be utilized. RXAUI
halves the number of transceivers required compared with a XAUI implementation.

RXAULI is a two-lane, 6.25 Gb/s-per-lane serial interface. It is intended to work with an
existing XAUI implementation and multiplexes/demultiplexes the two physical RXAUI lanes
into four logical XAUI lanes. Each RXAUI lane is a differential pair carrying current mode
logic (CML) signaling, and the data on each lane is 8B/10B encoded before transmission.

In this document:

Virtex®-7 and Kintex®-7 FPGAs GTX transceivers are abbreviated to GTX transceivers.
« Virtex-7 FPGA GTH transceiver is abbreviated to GTH transceiver.
+ Artix®-7 FPGA GTP transceiver is abbreviated to GTP transceiver.

Feature Summary

The RXAUI core can be configured in the following mode for Dune Networks. This RXAUI
implementation maintains 8B/10B disparity on the RXAUI physical lane. The Dune Networks
RXAUI standard is fully specified in DN-DS-RXAUI-Spec v.1.0.

For the management interface, the RXAUI core can be customized with either a two-wire
low-speed serial MDIO interface, or a configuration and status vector interface.
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Applications

The applications of RXAUI have extended beyond 10-Gigabit Ethernet to the backplane and
other general high-speed interconnect applications. A typical backplane application is
shown in Figure 1-1.

FPGA FPGA

l-¢—— Up to 20in FR-4 plus 2 connectors ——»]

User RXAUI ‘< RXAUI User
Logic Core Core Logic

|<— Backplane —»I

X13665

Figure 1-1: Typical Backplane Application for RXAUI

Functional Description

Figure 1-2 shows a block diagram of the Dune Networks RXAUI core implementation. The
major functional blocks of the core include the following:

RXAUI v4.0

Transmit Idle Generation Logic — Creates the code groups to allow synchronization
and alignment at the receiver.

Demux Logic — Separates the two physical RXAUI lanes into four logical XAUI lanes.

Synchronization State Machine (one per lane) — Identifies byte boundaries in
incoming serial data.

Deskew State Machine — Deskews the four received lanes into alignment.

Optional MDIO Interface — A two-wire low-speed serial interface used to manage the
core.

Embedded Transceivers — Provide high-speed transceivers as well as 8B/10B encode
and decode, and elastic buffering in the receive datapath.

www.xilinx.com l Send Feedback I 6
PGO083 October 2, 2013


http://www.xilinx.com
http://www.xilinx.com/about/feedback.html?docType=Product_Guide&docId=pg083&Title=LogiCORE IP RXAUI v4.0&Version=2013.3&Page=6

& XILINX

Core HDL

Chapter 1: Overview

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
Transceiver 1 Lane 0
Channel :
1
-
Demux <—'J :
1 1
1 1
1 1
1 1
1 1
1 . —T >
1 |l . 1
1 Transceiver 1 Lane 1
Demux |« ' Channel !
] g ——
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1
1
1
1
1
1
1
1
1
1
1
1
1
X13610

1
1
1
1
b
b
1 H Idle
64+8 i ! | Generation
H 1
1 1
1 1
1 1
1 1
1 1
1 1
b
: : - Synchronization
H 1
b
i I - Synchronization
1
4—64+8—:—:— Deskew
1
! | - Synchronization
H 1
b
: : - Synchronization
o
mMDc 1 !
1 >
I »
MDIO i ! Management
<—I—I_>
1 1
1 1
1 b e e 1
1
1
1
P clk156_out Core
- H Clocking
|
1
1
L
Figure 1-2:

Implementation of Dune Networks RXAUI Core

Licensing and Ordering Information

This Xilinx LogiCORE IP module is provided at no additional cost with the Xilinx Vivado®
Design Suite under the terms of the Xilinx End User License. Information about this and

other Xilinx LogiCORE IP modules is available at the Xilinx Intellectual Property page. For
information about pricing and availability of other Xilinx LogiCORE IP modules and tools,

contact your local Xilinx sales representative.
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Chapter 2

Product Specification

Standards

The LogiCORE™ IP RXAUI core is designed to the Dune Networks [Ref 1] specifications.

Performance

Latency

These measurements are for the core only — they do not include the latency through the
transceiver. The latency through the transceiver can be obtained from the relevant user
guide.

Transmit Path Latency

As measured from the input port xgmii_txd[63:0] of the transmitter side XGMII (until
that data appears on mgt_txdata[63:0] on the internal transceiver interface), the
latency through the core for the internal XGMII interface configuration in the transmit
direction is 4 clock periods of the core input usrclk for Dune Networks mode.

Receive Path Latency

Measured from the transceiver output pins RXDATA[63:0] until the data appears on
xgmii_rxdata[63:0] of the receiver side XGMII interface, the latency through the core
in the receive direction for Dune Networks mode is equal to six to eight clock cycles of
usrclk. The latency depends on comma alignment position and data positioning within
the transceiver 4-byte interface.
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Chapter 2: Product Specification

Resource Utilization

Table 2-1 provides approximate utilization for the various core options on Virtex®-7 and
Kintex®-7 FPGAs using the Vivado® Design Suite.

Table 2-1: Device Utilization — Virtex-7 (GTX), Kintex-7, and Zynq®-7000 Devices

Shared Logic MDIO Management LUTs FFs
In Example Design FALSE 779 1007
In Example Design TRUE 919 1110

In Core FALSE 866 1012
In Core TRUE 1013 1120

Table 2-2 provides approximate utilization for the various core options on Virtex-7 (GTH)
FPGAs using the Vivado Design Suite.

Table 2-2: Device Utilization — Virtex-7 (GTH) FPGAs

Shared Logic MDIO Management LUTs FFs
In Example Design FALSE 773 1002
In Example Design TRUE 918 1115

In Core FALSE 855 1017
In Core TRUE 1021 1125

Table 2-3 provides approximate utilization for the various core options on Artix®-7 FPGAs

using the Vivado Design Suite.

Table 2-3: Device Utilization — Artix-7 FPGAs

Shared Logic MDIO Management LUTs FFs
In Example Design FALSE 916 1157
In Example Design TRUE 1080 1258

In Core FALSE 1010 1167
In Core TRUE 1174 1268

Port Descriptions

Client-Side Interface

The signals of the client-side interface are shown in Table 2-4. See Protocol Description for

details on connecting to the client-side interface.
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Table 2-4: Client-Side Interface Ports

Chapter 2: Product Specification

Signal Name Direction Description
xgmii_txd[63:0] In Transmit data, 8 bytes wide
xgmii_txc[7:0] In Transmit control bits, 1-bit per transmit data byte
xgmii_rxd[63:0] Out Received data, 8 bytes wide
xgmii_rxc[7:0] Out Receive control bits, 1-bit per received data byte

Transceiver Interface

The following signals are directly connected to the transceiver instance.

Table 2-5: Transceiver Interface Ports

Signal Name Direction Description
. . Differential complements of one another forming a
rxaui_tx_I0_p, rxaui_tx_lO_n, . . - . .
. . Out differential transmit output pair. One pair for each of the 2
rxaui_tx_I1_p, rxaui_tx_l1_n
lanes.
. . Differential complements of one another forming a
rxaui_rx_l0_p, rxaui_rx_l0_n, . . . . . .
. . In differential receiver input pair. One pair for each of the 2
rxaui_rx_l1_p, rxaui_rx_l1_n
lanes.
Intended to be driven by an attached optical module; they
signify that each of the two optical receivers is receiving
signal_detect[1:0] In illumination and is therefore not just putting out noise. If
an optical module is not in use, this 2-wire bus should be
tied to 0x3.

MDIO Ports

The RXAUI core, when generated with an MDIO interface, implements an MDIO Interface

Register block. The core responds to MDIO transactions as either a 10GBASE-X PCS, a DTE
XS, or a PHY XS depending on the setting of the type_sel port (see Table 3-3). The MDIO
Interface Ports are described in Table 2-6. More information about using this interface can
be found in MDIO Interface.

Table 2-6: MDIO Management Interface Ports

Signal Name Direction Description
mdc In Management clock
mdio_in In MDIO input
mdio_out Out MDIO output
mdio_tri Out MDIO 3-state. 1 disconnects the output driver from the MDIO bus.
type_sel[1:0] In Type select
prtad[4:0] In MDIO port address
RXAUI v4.0
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Configuration and Status Signals

The Configuration and Status Signals are shown in Table 2-57. See Configuration and Status
Vectors for details on these signals, including a breakdown of the configuration and status
vectors.

Table 2-7: Configuration and Status Ports

Signal Name Direction Description
configuration_ vector[6:0] In Configuration information for the core.
status_vector[7:0] Out Status information from the core.

Clocking and Reset Signals and Module

Included in the example design sources are circuits for clock and reset management. For the
RXAUI core these comprise the Transceiver Quad PLL and associated reset logic. Tables 2-8
to 2-12 shows the ports on the core that are associated with system clocks and resets.

Table 2-8: Clocking and Reset Ports

Signal Name Direction Description
k156 out out 156.25 MHz clock derived from TXOUTCLK. Can be used for
- external logic. Cannot be connected to another RXAUI core.
clk156_lock In Indicates that clk156 is stable and ready for use.

Stable clock that is used in initialization logic for the transceivers
dclk In and also connected to the DRPCLK port on the DRP interface of
the transceiver.

Asynchronous reset connected to the transceiver Channel PLL or
reset In Transceiver Quad PLL. This should be asserted if refclk or dclk is
not valid.

Table 2-9: GTX and GTH Clocking Ports - Shared Logic Included in Example Design

Signal Name Direction Description
Transceiver reference clock. Must be driven from the appropriate
refclk In . . .
transceiver differential clock buffer.
gplloutclk In Connect to the quad PLL output clock QPLLOUTCLK.
gplllock In Connect to the quad PLL lock output QPLLLOCK.
gplloutrefclk In Connect to the quad PLL output reference clock QPLLOUTREFCLK.
common_pll_reset In Connect to the reset to the QPLL reset.

Table 2-10: GTP Clocking Ports - Shared Logic Included in Example Design

Signal Name Direction Description
common_pll_reset In Connect to the reset to the GTPE2_COMMON PLL.
pllOoutclk In Connect to the GTPE2_COMMON PLL port PLLOOUTCLK.
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Chapter 2: Product Specification

Table 2-10: GTP Clocking Ports - Shared Logic Included in Example Design (Cont’d)
Signal Name Direction Description
pll0lock In Connect to the GTPE2_COMMON PLL lock port PLLOLOCK.
pllooutrefelk In chJCOn&cJtTtRoE;ET_ISTPEZ_COMMON PLL REFCLK port
pllloutclk In Connect to the GTPE2_COMMON PLL port PLLIOUTCLK.
pllloutrefclk In gfl_nlngtcjtTEOEgéilfTPEZ_COMMON PLL REFCLK port
Table 2-11: GTX and GTH Clocking Ports - Shared Logic Included in Core
Signal Name Direction Description
refclk_p In Differential transceiver reference clock “p.”
refclk_n In Differential transceiver reference clock “n."
refclk_out out Reference clock output from the differential transceiver clock
buffer.
gplloutclk_out Out Output from the quad PLL port QPLLOUTCLK.
gplllock_out Out Output from the quad PLL port QPLLLOCK.
gpllrefclk_out Out Output from the quad PLL port QPLLREFCLK.
Table 2-12: GTP Clocking Ports - Shared Logic Included in Core
Signal Name Direction Description
pllOoutclk_out Out Output from the GTPE2_COMMON PLL port PLLOOUTCLK.
pll0lock_out Out Output from the GTPE2_COMMON PLL port PLLOLOCK.
pllOoutrefclk_out Out Output from the GTPE2_COMMON PLL port PLLOOUTREFCLK.
pllloutclk_out Out Output from the GTPE2_COMMON PLL port PLLIOUTCLK
pllloutrefclk_out Out Output from the GTPE2_COMMON PLL port PLLLOUTREFCLK
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Transceiver Interface

The transceiver interface is present if the "Additional Transceiver Control and Status Ports”
option is selected. There are a number of ports that are directly connected to the
transceivers. For a complete description of these signals, see the appropriate transceiver
user guide (7 Series FPGAs GTX/GTH Transceivers User Guide (UG476) [Ref 2] and 7 Series
FPGAs GTP Transceivers User Guide (UG482) [Ref 3]). Ports are prefixed with GTO for
Transceiver 0 and GT1 for Transceiver 1.

Table 2-13: Transceiver Ports

Signal Name Direction
rxprbscntreset_in In
rxprbssel_in [2:0] In
txprbssel_in [2:0] In
txdiffctrl_in [3:0] In
txpostcursor_in [4:0] In
txprecursor_in [4:0] In (GTH & GTH)
rxdfelpmreset_in In (GTH & GTH)
rxmonitorsel In (GTH & GTH)
rxmonitorout Out (GTH & GTH)
rxlpmreset_in In (GTP)
rxlpmhfhold_in In (GTP)
rxlpmlfhold_in In (GTP)
rxlpmhfovrden_in In (GTP)
rxlpmlfovrden_in In (GTP)
rxpolarity_in In
txpolarity_in In
loopack_in[2:0] In@
rxrate_in [2:0] In
eyescantrigger_in In
eyescanreset_in In
eyescandataerror_out Out
rxdisperr_out[3:0] Out
rxnotintable_out[3:0] Out
rxresetdone_out Out
txresetdone_out Out
drpaddr [8:0] In
drpen In
drpdi [15:0] In
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Table 2-13: Transceiver Ports (Cont’d)

Signal Name Direction
drpdo [15:0] Out
drprdy Out
drpwe In
drp_busy Out (GTP)

1. The Actual GT Loopback can be set by the external gt_control port input OR the XAUI Loopback bit (set by
either the MDIO register or configuration vector). You should not drive both the XAUI Loopback and gt_control
ports simultaneously.

Debug Interface

A debug port is provided that contains easy access to some of the important core signals.

Table 2-14: Debug Ports

Signal Name Direction Description
Debug Port
Bit[5] = Align Status
deb Out
ebug ! Bits[4:1] = Sync Status
Bit[0] = TX Phase Align Complete

Register Space

This section describes the interfaces available for dynamically setting the configuration and
obtaining the status of the RXAUI core. There are two interfaces for configuration;
depending on the core customization, only one is available in a particular core instance. The
interfaces are:

« MDIO Interface Registers

« Configuration and Status Vectors

In addition, there are output ports on the core signalling alignment and synchronization
status. These ports are described in Alignment and Synchronization Status Ports.

MDIO Interface Registers
For a description of the MDIO Interface, see MDIO Interface.
10GBASE-X PCS/PMA Register Map

When the core is configured as a 10GBASE-X PCS/PMA, it occupies MDIO Device Addresses
1 and 3 in the MDIO register address map, as shown in Table 2-15.
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Table 2-15: 10GBASE-X PCS/PMA MDIO Registers

Chapter 2: Product Specification

Register Address Register Name
1.0 PMA/PMD Control 1
11 PMA/PMD Status 1
1.2,1.3 PMA/PMD Device Identifier
14 PMA/PMD Speed Ability
15,16 PMA/PMD Devices in Package
1.7 10G PMA/PMD Control 2
1.8 10G PMA/PMD Status 2
1.9 Reserved
1.10 10G PMD Receive Signal OK
1.11 TO 1.13 Reserved
1.14, 1.15 PMA/PMD Package Identifier
1.16 to 1.65 535 Reserved
3.0 PCS Control 1
31 PCS Status 1
32,33 PCS Device Identifier
34 PCS Speed Ability
3.5, 3.6 PCS Devices in Package
3.7 10G PCS Control 2
3.8 10G PCS Status 2
391t03.13 Reserved
3.14, 3.15 Package Identifier
3.16 to 3.23 Reserved
3.24 10GBASE-X PCS Status
3.25 10GBASE-X Test Control
3.26 to 3.65 535 Reserved

RXAUI v4.0
PG083 October 2, 2013

www.xilinx.com

| Send Feedback I

15


http://www.xilinx.com
http://www.xilinx.com/about/feedback.html?docType=Product_Guide&docId=pg083&Title=LogiCORE IP RXAUI v4.0&Version=2013.3&Page=15

& XILINX

MDIO Register 1.0: PMA/PMD Control 1

Chapter 2: Product Specification

Figure 2-1 shows the MDIO Register 1.0: PMA/PMD Control 1.
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Figure 2-1: PMA/PMD Control 1 Register

Table 2-16 shows the PMA Control 1 register bit definitions.

Table 2-16: PMA/PMD Control 1 Register Bit Definitions
. Reset Access —
Bits Name Value Type Description

0 = Normal operation
1 = Block reset

10.15 Reset 0 R/W The RXAUI block is reset when this bit is set to 1. It

e Self-clearing | returns to 0 when the reset is complete. The

soft_reset pin is connected to this bit. This can be
connected to the reset of any other MMDs.

1014 Reserved 0 R Thg block always returns 0 for this bit and ignores
writes.

1013 Speed Selection 1 R Thg block always returns 1 for this bit and ignores
writes.

1012 Reserved 0 R Thg block always returns 0 for this bit and ignores
writes.
0 = Normal operation
1 = Power down mode

1.0.11 Power down 0 R/W When set to 1, the serial transceivers are placed in a
low power state. Set to 0 to return to normal
operation

10107 | Reserved All Os R Thg block always returns 0 for these bits and ignores
writes.

106 Speed Selection 1 R Thg block always returns 1 for this bit and ignores
writes.

1052 | Speed Selection | All Os R The block glways returns Os for these bits and
Ignores writes.

101 Reserved All Os R Thg block always returns 0 for this bit and ignores
writes
0 = Disable loopback mode
1 = Enable loopback mode

1.0.0 Loopback 0 R/W The RXAUI block loops the signal in the serial
transceivers back into the receiver. Near-end PMA
loopback is always used.
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MDIO Register 1.1: PMA/PMD Status 1

Figure 2-2 shows the MDIO Register 1.1: PMA/PMD Status 1.
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Figure 2-2: PMA/PMD Status 1 Register
Table 2-17 shows the PMA/PMD Status 1 register bit definitions.

Table 2-17: PMA/PMD Status 1 Register Bit Definitions

Bits Name \F;:Is:; A.If;::s Description
1.1.15:8 Reserved 0 R The block always returns 0 for this bit.
117 Local Fault 0 R The block always returns 0 for this bit.
1.1.6:3 Reserved 0 R The block always returns 0 for this bit.
11.2 Receive Link Status 1 R The block always returns 1 for this bit.
111 Power Down Ability 1 R The block always returns 1 for this bit.
1.10 Reserved 0 R The block always returns 0 for this bit.

MDIO Registers 1.2 and 1.3: PMA/PMD Device Identifier

Figure 2-3 shows the MDIO Registers 1.2 and 1.3: PMA/PMD Device Identifier.
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Figure 2-3: PMA/PMD Device Identifier Registers
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Table 2-18 shows the PMA/PMD Device Identifier registers bit definitions.

Table 2-18: PMA/PMD Device Identifier Registers Bit Definitions

Reset |Access

Bits Name Value | Type

Description

The block always returns 0 for these bits and ignores

1.2.15:0 | PMA/PMD Identifier | All Os R .
writes.

The block always returns 0 for these bits and ignores

1.3.15:0 | PMA/PMD Identifier | All Os R .
writes.

MDIO Register 1.4: PMA/PMD Speed Ability

Figure 2-4 shows the MDIO Register 1.4: PMA/PMD Speed Ability.
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Figure 2-4: PMA/PMD Speed Ability Register
Table 2-19 shows the PMA/PMD Speed Ability register bit definitions.
Table 2-19: PMA/PMD Speed Ability Register Bit Definitions
. Reset |Access —
Bits Name Value | Type Description
1.4.15:1 | Reserved All Os R The block always returns 0 for these bits and ignores writes.
1.4.0 10G Capable 1 R The block always returns 1 for this bit and ignores writes.
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MDIO Registers 1.5 and 1.6: PMA/PMD Devices in Package

Figure 2-5 shows the MDIO Registers 1.5 and 1.6: PMA/PMD Devices in Package.
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PMA/PMD Devices in Package Registers

Table 2-20 shows the PMA/PMD Device in Package registers bit definitions.

Table 2-20: PMA/PMD Devices in Package Registers Bit Definitions
Bits Name s:fj(: A_;:;::s Description
1.6.15 Vendor- specific Device 2 present 0 R The block always returns 0 for this bit.
1.6.14 | Vendor-specific Device 1 present 0 R The block always returns 0 for this bit.
1.6.13:0 | Reserved All Os R The block always returns 0 for these bits.
1.5.15:6 | Reserved All Os R The block always returns 0 for these bits.
1.55 DTE XS present 0 R The block always returns 0 for this bit.
154 PHY XS present 0 R The block always returns 0 for this bit.
153 PCS present 1 R The block always returns 1 for this bit.
152 WIS present 0 R The block always returns 0 for this bit.
151 PMA/PMD present 1 R The block always returns 1 for this bit.
15.0 Clause 22 Device present 0 R The block always returns 0 for this bit.
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MDIO Register 1.7: 10G PMA/PMD Control 2
Figure 2-6 shows the MDIO Register 1.7: 10G PMA/PMD Control 2.
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Figure 2-6: 10G PMA/PMD Control 2 Register
Table 2-21 shows the PMA/PMD Control 2 register bit definitions.

Table 2-21: 10G PMA/PMD Control 2 Register Bit Definitions

Reset |Access

Bits Name Value | Type

Description

The block always returns 0 for these bits and

1.7.15:3 | Reserved All Os R . .
ignores writes.

The block always returns 100 for these bits and
1.7.2:0 | PMA/PMD Type Selection | 100 R ignores writes. This corresponds to the
10GBASE-X PMA/PMD.

MDIO Register 1.8: 10G PMA/PMD Status 2

Figure 2-7 shows the MDIO Register 1.8: 10G PMA/PMD Status 2.
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Figure 2-7: 10G PMA/PMD Status 2 Register
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Table 2-22 shows the PMA/PMD Status 2 register bit definitions.

Table 2-22: 10G PMA/PMD Status 2 Register Bit Definitions
Bits Name Sae\lsli: A.If:;:;s Description
1.8.15:14 | Device present 10 R The block always returns 10 for these bits.
18.13 Transmit Local Fault Ability 0 R The block always returns 0 for this bit.
1.8.12 Receive Local Fault Ability 0 R The block always returns 0 for this bit.
1.8.11 Transmit Fault 0 R The block always returns 0 for this bit.
1.8.10 Receive Fault 0 R The block always returns 0 for this bit.
1.8.9 Reserved 0 R The block always returns 0 for this bit.
1.8.8 PMD Transmit Disable Ability 0 R The block always returns 0 for this bit.
1.8.7 10GBASE-SR Ability 0 R The block always returns 0 for this bit.
1.8.6 10GBASE-LR Ability 0 R The block always returns 0 for this bit.
1.8.5 10GBASE-ER Ability 0 R The block always returns 0 for this bit.
1.84 10GBASE-LX4 Ability 1 R The block always returns 1 for this bit.
1.8.3 10GBASE-SW Ability 0 R The block always returns 0 for this bit.
18.2 10GBASE-LW Ability 0 R The block always returns 0 for this bit.
181 10GBASE-EW Ability 0 R The block always returns 0 for this bit.
1.8.0 PMA Loopback Ability 1 R The block always returns 1 for this bit.

MDIO Register 1.10: 10G PMD Signal Receive OK

Figure 2-8 shows the MDIO 1.10 Register: 10G PMD Signal Receive OK.
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Figure 2-8: 10G PMD Signal Receive OK Register
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Table 2-23 shows the 10G PMD Signal Receive OK register bit definitions.

Table 2-23: 10G PMD Signal Receive OK Register Bit Definitions

Reset |Access

Bits Name Value | Type

Description

1.10.15:5 | Reserved All Os R The block always returns Os for these bits.

0 = Signal not OK on receive Lane 3

1 = Signal OK on receive Lane 3

This is the value of the SIGNAL_DETECT[1]
port.

1104 PMD Receive Signal OK 3 - R

0 = Signal not OK on receive Lane 2

1 = Signal OK on receive Lane 2

This is the value of the SIGNAL_DETECTI[1]
port.

1.10.3 PMD Receive Signal OK 2 - R

0 = Signal not OK on receive Lane 1

1 = Signal OK on receive Lane 1

This is the value of the SIGNAL_DETECTIO]
port.

1.10.2 PMD Receive Signal OK 1 - R

0 = Signal not OK on receive Lane 0

1 = Signal OK on receive Lane 0

This is the value of the SIGNAL_DETECTI[0]
port.

1101 PMD Receive Signal OK 0 - R

0 = Signal not OK on all receive lanes

1.10.0 Global PMD Receive Signal OK - R 1 = Signal OK on all receive lanes

MDIO Registers 1.14 and 1.15: PMA/PMD Package Identifier

Figure 2-9 shows the MDIO Registers 1.14 and 1.15: PMA/PMD Package Identifier register.
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Figure 2-9: PMA/PMD Package Identifier Registers
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Table 2-24 shows the PMA/PMD Package Identifier registers bit definitions.

Table 2-24: PMA/PMD Package Identifier Registers Bit Definitions
. Reset |Access -
Bits Name Value | Type Description
1.15.15:0 | PMA/PMD Package Identifier | All Os R The block always returns 0 for these bits.
1.14.15:0 | PMA/PMD Package Identifier | All Os R The block always returns 0 for these bits.

MDIO Register 3.0: PCS Control 1

Figure 2-10 shows the MDIO Register 3.0: PCS Control 1.
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Figure 2-10: PCS Control 1 Register

Table 2-25 shows the PCS Control 1 register bit definitions.

Table 2-25: PCS Control 1 Register Bit Definitions
. Reset Access —
Bits Name Value Type Description
0 = Normal operation
R/W 1 = Block reset

3.0.15 Reset 0 Self-clearing | The RXAUI block is reset when this bit is set to 1. It

returns to 0 when the reset is complete.
10GBASE-R The block always returns 0 for this bit and ignores
3.0.14 0 R )
Loopback writes.

3013 Speed Selection 1 R Thg block always returns 1 for this bit and ignores
writes.

3012 Reserved 0 R Thg block always returns 0 for this bit and ignores
writes.
0 = Normal operation
1 = Power down mode

3.011 Power down 0 RIW When set to 1, the serial transceivers are placed in a
low power state. Set to 0 to return to normal operation.

30107 | Reserved All Os R Thg block always returns 0 for these bits and ignores
writes.

306 Speed Selection 1 R Thg block always returns 1 for this bit and ignores
writes.

3052 | Speed Selection | All Os R The block glways returns Os for these bits and
Ignores writes.

3010 | Reserved All Os R Thg block always returns 0 for this bit and ignores
writes.
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MDIO Register 3.1: PCS Status 1
Figure 2-11 shows the MDIO Register 3.1: PCS Status 1.
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Figure 2-11: PCS Status 1 Register
Table 2-26 show the PCS 1 register bit definitions.

Table 2-26: PCS Status 1 Register Bit Definition

Reset Access

Bits Name Value Type Description

311538 | Reserved All Os R The block glways returns Os for these bits and
ignores writes.
0 = No local fault detected
1 = Local fault detected

3.17 Local Fault B R This bit is set to 1 whenever either of the bits
3.8.11 and 3.8.10 are set to 1.

3163 | Reserved All Os R The block always returns Os for these bits and

ignores writes.

R 0 = The PCS receive link is down
3.1.2 PCS Receive Link Status - 1 = The PCS receive link is up

Self-setting This is a latching Low version of bit 3.24.12.
311 Power Down Ability 1 R The block always returns 1 for this bit.
31.0 Reserved 0 R The block always returns 0 for this bit and

ignores writes.
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MDIO Registers 3.2 and 3.3: PCS Device Identifier

Figure 2-12 shows the MDIO Registers 3.2 and 3.3: PCS Device Identifier.
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Figure 2-12: PCS Device Identifier Registers
Table 2-27 shows the PCS Device Identifier registers bit definitions.

Table 2-27: PCS Device Identifier Registers Bit Definition

Reset |Access

Bits Name Value | Type

Description

3.2.15:0 | PCS Identifier | All Os R The block always returns 0 for these bits and ignores writes.

3.3.15:0 | PCS Identifier | All Os R The block always returns 0 for these bits and ignores writes.

MDIO Register 3.4: PCS Speed Ability

Figure 2-13 shows the MDIO Register 3.4: PCS Speed Ability.
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Figure 2-13: PCS Speed Ability Register
Table 2-28 shows the PCS Speed Ability register bit definitions.

Table 2-28: PCS Speed Ability Register Bit Definition

. Reset |Access R
Bits Name Value | Type Description
3.4.15:1 | Reserved All Os R The block always returns 0 for these bits and ignores writes.
3.4.0 10G Capable 1 R The block always returns 1 for this bit and ignores writes.

MDIO Registers 3.5 and 3.6: PCS Devices in Package

Figure 2-14 shows the MDIO Registers 3.5 and 3.6: PCS Devices in Package.
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Figure 2-14: PCS Devices in Package Registers
Table 2-29 shows the PCS Devices in Package registers bit definitions.
Table 2-29: PCS Devices in Package Registers Bit Definitions
. Reset Access s
Bits Name Value | Type Description
3.6.15 Vendor-specific Device 2 present 0 R The block always returns 0 for this bit.

3.6.14 | Vendor- specific Device 1 present 0 The block always returns 0 for this bit.
3.6.13:0 | Reserved All Os The block always returns 0 for these bits.
3.5.15:6 | Reserved All Os The block always returns 0 for these bits.
355 PHY XS present 0 The block always returns 0 for this bit.

3.54 PHY XS present
353 PCS present

3.5.2 WIS present

3.51 PMA/PMD present

The block always returns 0 for this bit.

The block always returns 1 for this bit.

The block always returns 0 for this bit.

The block always returns 1 for this bit.

x| P | P | P | P P| ™| P™| R

Ol R | O| L | O

3.5.0 Clause 22 device present The block always returns 0 for this bit.
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MDIO Register 3.7: 10G PCS Control 2

Figure 2-15 shows the MDIO Register 3.7: 10G PCS Control 2.
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Figure 2-15: 10G PCS Control 2 Register
Table 2-30 shows the 10 G PCS Control 2 register bit definitions.
Table 2-30: 10G PCS Control 2 Register Bit Definitions
. Reset |Access i
Bits Name Value | Type Description
3.7.15:2 | Reserved All Os R The block always returns 0 for these bits and ignores
writes.
3.7.1:0 | PCS Type Selection 01 R The block always returns 01 for these bits and ignores
writes.

MDIO Register 3.8: 10G PCS Status 2

Figure 2-16 shows the MDIO Register 3.8: 10G PCS Status 2.
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Figure 2-16: 10G PCS Status 2 Register
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Table 2-31 shows the 10G PCS Status 2 register bit definitions.

Table 2-31: 10G PCS Status 2 Register Bit Definitions
. Reset Access _—

Bits Name Value Type Description
3.8.15:14 | Device present 10 R The block always returns 10.
3.8.13:12 | Reserved All Os R The block always returns 0 for these bits.

. R 0 = No fault condition on transmit path
3811 Transmit local fault B Latching High | 1 = Fault condition on transmit path
. R 0 = No fault condition on receive path

3.8.10 Receive local fault B Latching High | 1 = Fault condition on receive path
3.8.9:3 Reserved All Os R The block always returns 0 for these bits.
3.8.2 10GBASE-W Capable 0 R The block always returns 0 for this bit.
381 10GBASE-X Capable 1 R The block always returns 1 for this bit.
3.8.0 10GBASE-R Capable 0 R The block always returns 0 for this bit.

MDIO Registers 3.14 and 3.15: PCS Package Identifier

Figure 2-17 shows the MDIO Registers 3.14 and 3.15: PCS Package Identifier.
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Figure 2-17: Package Identifier Registers

Table 2-32 shows the PCS Package Identifier registers bit definitions.

Table 2-32: PCS Package Identifier Register Bit Definitions
. Reset | Access i
Bits Name Value | Type Description
3.14.15:0 | Package Identifier All 0s R The block always returns 0 for these bits.
3.15.15:0 Package Identifier All Os R The block always returns 0 for these bits.
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Figure 2-18 shows the MDIO Register 3.24: 10GBase-X Status.

15 13 12 " 10 4 3 2 1 0
Ros 324 [ [ ] | [ [ [ ]
P > el Pl - - - -
2 5 3 2 z z z 2
o z m o m m m m
o bl w N - o
1 Z %) ) %) %)
> 5 < <X =< =X
=1 m Z Z Z Z
c » o o o o
o3
>
@
£
5
<
X13642
Figure 2-18: 10GBASE-X Status Register

Table 2-33 shows the 10GBase-X Status register bit definitions.

Table 2-33: 10GBASE-X Status Register Bit Definitions
. Reset |Access A
Bits Name Value | Type Description
3.24.15:13 | Reserved All Os R The block always returns 0 for these bits.
. 0 = 10GBASE-X receive lanes not aligned
3.24.12 10GBASE-X Lane Alignment Status - R 1 = 10GBASE-X receive lanes aligned
3.24.11 Pattern Testing Ability 1 R The block always returns 1 for this bit.
3.24.10:4 Reserved All Os R The block always returns 0 for these bits.
0 = Lane 3 is not synchronized
3.24.3 Lane 3 Sync B R 1= Lane3is synchronized
0 =Lane 2 is not synchronized
3.24.2 Lane 2 Sync - R 11 =Lane2is synchronized
3241 Lane 1 Sync _ R 0 =Llanel is not synch_romzed
1 = Lane 1 is synchronize
0 = Lane 0 is not synchronized
3.24.0 Lane 0 Sync B R 11=Laneois synchronized
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MDIO Register 3.25: 10GBASE-X Test Control

Figure 2-19 shows the MDIO Register 3.25: 10GBase-X Test Control.
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Figure 2-19: Test Control Register
Table 2-34 shows the 10GBase-X Test Control register bit definitions.

Table 2-34: 10GBASE-X Test Control Register Bit Definitions

. Reset |Access i
Bits Name Value | Type Description

3.25.15:3 | Reserved All Os R The block always returns 0 for these bits.

3.25.2 Transmit Test Pattern Enable 0 R/W 0= Transm!t test pattern disabled
1 = Transmit test pattern enable
00 = High frequency test pattern

i 01 = Low frequency test pattern

3.25.1:0 Test Pattern Select 00 R/W 10 = Mixed frequency test pattern

11 = Reserved

DTE XS MDIO Register Map

When the core is configured as a DTE XGXS, it occupies MDIO Device Address 5 in the MDIO
register address map (Table 2-35).

Table 2-35: DTE XS MDIO Registers

Register Address Register Name
5.0 DTE XS Control 1
5.1 DTE XS Status 1
5.2,5.3 DTE XS Device Identifier
5.4 DTE XS Speed Ability
5.5, 5.6 DTE XS Devices in Package
5.7 Reserved
5.8 DTE XS Status 2
59to0 5.13 Reserved
5.14, 5.15 DTE XS Package Identifier
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Table 2-35:

DTE XS MDIO Registers (Cont’d)

Chapter 2: Product Specification

Register Address

Register Name

5.16 to 5.23 Reserved
5.24 10G DTE XGXS Lane Status
5.25 10G DTE XGXS Test Control

MDIO Register 5.0:DTE XS Control 1

Figure 2-20 shows the MDIO Register 5.0: DTE XS Control 1.
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Figure 2-20: DTE XS Control 1 Register

Table 2-36 shows the DTE XS Control 1 register bit definitions.

Table 2-36: DTE XS Control 1 Register Bit Definitions
. Reset Access A
Bits Name Value Type Description
0 = Normal operation
R/W 1 = Block reset

>0.15 Reset 0 Self-clearing | The RXAUI block is reset when this bit is set to 1. It
returns to 0 when the reset is complete.
0 = Disable loopback mode
1 = Enable loopback mode

>.0.14 Loopback 0 R/W The RXAUI block loops the signal in the serial
transceivers back into the receiver.

5013 Speed Selection 1 R Thg block always returns 1 for this bit and ignores
writes.

5012 Reserved 0 R Thg block always returns 0 for this bit and ignores
writes.
0 = Normal operation
1 = Power down mode

5.0.11 Power down 0 R/W When set to 1, the serial transceivers are placed in a
low power state. Set to 0 to return to normal
operation

50107 | Reserved All Os R Thg block always returns Os for these bits and ignores
writes.

506 Speed Selection 1 R Thg block always returns 1 for this bit and ignores
writes.
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Table 2-36: DTE XS Control 1 Register Bit Definitions (Cont’d)

. Reset Access -
Bits Name Value Type Description
5052 | Speed Selection | All Os R Thg block always returns Os for these bits and ignores
writes.
501:0 | Reserved All Os R Lf;ie:[:slock always returns Os for these bits and ignores

MDIO Register 5.1: DTE XS Status 1

Figure 2-21 shows the MDIO Register 5.1: DTE XS Status 1.
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Figure 2-21: DTE XS Status 1 Register
Table 2-37 shows the DET XS Status 1 register bit definitions.

Table 2-37: DTE XS Status 1 Register Bit Definitions

Reset | Access

Bits Name Value | Type Description

51158 | Reserved All Os R The block glways returns Os for these bits and
ignores writes.
0 = No Local Fault detected
1 = Local fault detected

>-17 Local Fault B R This bit is set to 1 whenever either of the bits
5.8.11, 5.8.10 are set to 1.

5163 | Reserved Al Os R The block always returns Os for these bits and

ignores writes.

R 0 = The DTE XS receive link is down
51.2 DTE XS Receive Link Status | All 0s | Self- |1 = The DTE XS receive link is up
setting | This is a latching Low version of bit 5.24.12.

511 Power Down Ability 1 R The block always returns 1 for this bit.

The block always returns 0 for this bit and

5.1.0 Reserved 0 R . .
ignores writes.
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MDIO Registers 5.2 and 5.3: DTE XS Device Identifier

Figure 2-22 shows the MDIO Registers 5.2 and 5.3: DTE XS Device Identifier.
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Figure 2-22: DTE XS Device Identifier Registers
Table 2-38 shows the DTE XS Device Identifier registers bit definitions.

Table 2-38: DTE XS Device Identifier Register Bit Definitions

Reset |Access

Bits Name Value | Type

Description

The block always returns 0 for these bits and ignores

5.2.15:0 | DTE XS Identifier | All Os R .
writes.

The block always returns 0 for these bits and ignores

5.3.15:0 | DTE XS Identifier | All Os R .
writes.

MDIO Register 5.4: DTE XS Speed Ability

Figure 2-23 shows the MDIO Register 5.4: DTE Speed Ability.
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Figure 2-23: DTE XS Speed Ability Register
Table 2-39 shows the DTE XS Speed Ability register bit definitions.
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Chapter 2: Product Specification

Table 2-39: DTE XS Speed Ability Register Bit Definitions

. Reset |Access -
Bits Name Value | Type Description
5.4.15:1 | Reserved All Os R The block always returns 0 for these bits and ignores writes.
5.4.0 10G Capable 1 R The block always returns 1 for this bit and ignores writes.

MDIO Registers 5.5 and 5.6: DTE XS Devices in Package

Figure 2-24 shows the MDIO Registers 5.5 and 5.6: DTE XS Devices in Package.
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Figure 2-24: DTE XS Devices in Package Register

Table 2-40 shows the DTE XS Devices in Package registers bit definitions.

Table 2-40: DTE XS Devices in Package Registers Bit Definitions
Bits Name s:fli: A;:;::s Description
5.6.15 Vendor-specific Device 2 present 0 R The block always returns 0 for this bit.
5.6.14 Vendor-specific Device 1 present 0 R The block always returns 0 for this bit.
5.6.13:0 | Reserved All Os R The block always returns 0 for these bits.
5.6.15:6 | Reserved All Os R The block always returns 0 for these bits.
5.55 DTE XS present 1 R The block always returns 1 for this bit.
554 PHY XS present 0 R The block always returns 0 for this bit.
553 PCS present 0 R The block always returns 0 for this bit.
5.5.2 WIS present 0 R The block always returns 0 for this bit.
551 PMA/PMD present 0 R The block always returns 0 for this bit.
5.5.0 Clause 22 Device present 0 R The block always returns 0 for this bit.
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MDIO Register 5.8: DTE XS Status 2

Chapter 2: Product Specification

Figure 2-25 shows the MDIO Register 5.8: DTE XS Status 2.
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DTE XS Status 2 Register

Table 2-41 show the DTE XS Status 2 register bits definitions.

Table 2-41: DTE XS Status 2 Register Bit Definitions
. Reset Access A

Bits Name Value Type Description
5.8.15:14 | Device present 10 R The block always returns 10.
5.8.13:12 | Reserved All Os R The block always returns 0 for these bits.

. R 0 = No fault condition on transmit path
>8.11 Transmit Local Fault B Latching High | 1 = Fault condition on transmit path
. R 0 = No fault condition on receive path

>:8.10 Receive Local Fault B Latching High | 1 = Fault condition on receive path
5.8.9:0 Reserved All Os R The block always returns 0 for these bits.

MDIO Registers 5.14 and 5.15:

DTE XS Package Identifier

Figure 2-26 shows the MDIO Registers 5.14 and 5.15: DTE XS Package Identifier.
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Chapter 2: Product Specification

Table 2-42 shows the DTE XS Package Identifier registers bit definitions.

Table 2-42: DTE XS Package Identifier Register Bit Definitions

. Reset | Access A
Bits Name Value | Type Description
5.14.15:0 | DTE XS Package Identifier All Os R The block always returns 0 for these bits.
5.15.15:0 | DTE XS Package Identifier All Os R The block always returns 0 for these bits.

Test Patterns

The RXAUI core is capable of sending test patterns for system debug. These patterns are
defined in Annex 48A of IEEE Std. 802.3-2008 and transmission of these patterns is
controlled by the MDIO Test Control Registers.

There are three types of pattern available:

« High frequency test pattern of 1010101010.... at each device-specific transceiver output

« Low frequency test pattern of 111110000011111000001111100000.... at each
device-specific transceiver output

« mixed frequency test pattern of 111110101100000101001111101011000001010... at

each device-specific transceiver output.

MDIO Register 5.24: DTE XS Lane Status

Figure 2-27 shows the MDIO Register 5.24: DTE XS Lane Status.
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Chapter 2: Product Specification

Table 2-43 shows the DTE XS Lane Status register bit definitions.

Table 2-43: DTE XS Lane Status Register Bit Definitions
: Reset |Access A
Bits Name Value | Type Description
5.24.15:13 | Reserved All Os R The block always returns 0 for these bits.
. 0 = DTE XGXS receive lanes not aligned
5.24.12 DTE XGXS Lane Alignment Status - R 1 = DTE XGXS receive lanes aligned
5.24.11 Pattern testing ability 1 R The block always returns 1 for this bit.
5.24.10:4 | Reserved All Os The block always returns 0 for these bits.
0 = Lane 3 is not synchronized
>:24.3 Lane 3 Sync B R 1= Lane3is synchronized
0 = Lane 2 is not synchronized
>:24.2 Lane 2 Sync - R 1=Lane2is synchronized
0 = Lane 1 is not synchronized
>:24.1 Lane 1 Sync - R 1=Lanetlis synchronized
0 = Lane 0 is not synchronized
>:24.0 Lane 0 Sync B R 1 = Lane 0 is synchronized

MDIO Register 5.25: 10G DTE XGXS Test Control

Figure 2-28 shows the MDIO Register 5.25: 10G DTE XGXS Test Control.

15

Reg 5.25 |

Figure 2-28:

ansyd

379VN3 NY3L1vd 1S3L
103738 NY3L1vd 1S31

X13661

10G DTE XGXS Test Control Register

Table 2-44 shows the 10G DTE XGXS Test Control register bit definitions.

Table 2-44: 10G DTE XGXS Test Control Register Bit Definitions
. Reset |Access i
Bits Name Value | Type Description
5.25.15:3 | Reserved All0Os | R The block always returns 0 for these bits.
5.25.2 Transmit Test Pattern Enable 0 R/W 0= Transm!t test pattern disabled
1 = Transmit test pattern enable
00 R/W | 00 = High frequency test pattern
) 01 = Low frequency test pattern
5.25.1:0 | Test Pattern Select 10 = Mixed frequency test pattern
11 = Reserved
www.xilinx.com 37
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PHY XS MDIO Register Map

When the core is configured as a PHY XGXS, it occupies MDIO Device Address 4 in the
MDIO register address map (Table 2-45).

Table 2-45: PHY XS MDIO Registers
Register Address Register Name
4.0 PHY XS Control 1
4.1 PHY XS Status 1
4.2, 4.3 Device Identifier
4.4 PHY XS Speed Ability
45,46 Devices in Package
4.7 Reserved
4.8 PHY XS Status 2
4.9 to 4.13 Reserved
4.14, 4.15 Package Identifier
4.16 to 4.23 Reserved
4.24 10G PHY XGXS Lane Status
4.25 10G PHY XGXS Test Control

MDIO Register 4.0: PHY XS Control 1

Figure 2-29 shows the MDIO Register 4.0: PHY XS Control 1.
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Figure 2-29: PHY XS Control 1 Register
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Chapter 2: Product Specification

Table 2-46 shows the PHY XS Control 1 register bit definitions.

Table 2-46: PHY XS Control 1 Register Bit Definitions

Reset

Access

Bits Name Value | Type Description
R/W 0 = Normal operation
4015 | Reset 0 | self- 1= Blockreset
e clearin The RXAUI block is reset when this bit is set to 1.
9 | It returns to 0 when the reset is complete.
0 = Disable loopback mode
1 = Enable loopback mode
4.0.14 Loopback 0 RIW The RXAUI block loops the signal in the serial transceivers
back into the receiver.
4.0.13 Speed Selection 1 R The block always returns 1 for this bit and ignores writes.
4.0.12 Reserved 0 R The block always returns 0 for this bit and ignores writes.
0 = Normal operation
4011 | Power down 0 Rw | L= Power down mode
e When set to 1, the serial transceivers are placed in a low
power state. Set to 0 to return to normal operation
4.0.10:7 | Reserved All Os R Thg block always returns Os for these bits and ignores
writes.
4.0.6 Speed Selection 1 R The block always returns 1 for this bit and ignores writes.
4052 | Speed Selection | All s R Thfe block always returns Os for these bits and ignores
writes.
4010 | Reserved All Os R The block always returns Os for these bits and ignores

writes.

MDIO Register 4.1: PHY XS Status 1

Figure 2-30 shows the MDIO Register 4.1: PHY XS Status 1.
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Table 2-47 shows the PHY XS Status 1 register bit definitions.

Table 2-47: PHY XS Status 1 Register Bit Definitions

. Reset Access I
Bits Name Value Type Description

41158  Reserved All Os R The block glways returns Os for these bits and
ignores writes.
0 = No Local Fault detected
1 = Local fault detected

417 Local Fault B R This bit is set to 1 whenever either of the bits
4.8.11 and 4.8.10 are set to 1.

4163 | Reserved Al Os R The block glways returns Os for these bits and
ignores writes.

PHY XS R 0 =The PHY XS receive Ilpk is down
4.1.2 Receive Link Status - Self-settin 1 = The PHY XS receive link is up.
9 | Thisis a latching Low version of bit 4.24.12.
411 Power Down Ability 1 R The block always returns 1 for this bit.
41.0 Reserved 0 R Ivk;ie:\cebslock always returns 0 for this bit and ignores

MDIO Registers 4.2 and 4.3: PHY XS Device Identifier

Figure 2-31 shows the MDIO Registers 4.2 and 4.3: PHY XS Device Identifier.
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Figure 2-31: PHY XS Device Identifier Registers
Table 2-48 shows the PHY XS Devices Identifier registers bit definitions.

Table 2-48: PHY XS Device Identifier Registers Bit Definitions

Reset |Access

Value | Type Description

Bits Name

4.2.15:0 | PHY XS Identifier | All Os R The block always returns 0 for these bits and ignores writes.

4.3.15:0 | PHY XS Identifier | All Os R The block always returns 0 for these bits and ignores writes.
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MDIO Register 4.4: PHY XS Speed Ability

Figure 2-32 shows the MDIO Register 4.4: PHY XS Speed Ability.
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Figure 2-32: PHY XS Speed Ability Register
Table 2-49 shows the PHY XS Speed Ability register bit definitions.

Table 2-49: PHY XS Speed Ability Register Bit Definitions

. Reset |Access A
Bits Name Value | Type Description
4.4.15:1 | Reserved All Os R The block always returns 0 for these bits and ignores writes.
440 10G Capable 1 R The block always returns 1 for this bit and ignores writes.

MDIO Registers 4.5 and 4.6: PHY XS Devices in Package

Figure 2-33 shows the MDIO Registers 4.5 and 4.6: PHY XS Devices in Package.
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Figure 2-33: PHY XS Devices in Package Registers
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Table 2-50 shows the PHY XS Devices in Package registers bit definitions.

Table 2-50: PHY XS Devices in Package Registers Bit Definitions
Bits Name \R;:ff; A_rc;::s Description

4.6.15 Vendor-specific Device 2 present 0 R The block always returns 0 for this bit.
4.6.14 Vendor-specific Device 1 present 0 R The block always returns 0 for this bit.
4.6.13:0 | Reserved All Os R The block always returns 0 for these bits.
4.5.15:6 | Reserved All Os R The block always returns 0 for these bits.
455 DTE XS present 0 R The block always returns 0 for this bit.
454 PHY XS present 1 R The block always returns 1 for this bit.
453 PCS present 0 R The block always returns 0 for this bit.
452 WIS present 0 R The block always returns 0 for this bit.
45.1 PMA/PMD present 0 R The block always returns 0 for this bit.
4.5.0 Clause 22 device present 0 R The block always returns 0 for this bit.

MDIO Register 4.8: PHY XS Status 2

Figure 2-34 shows the MDIO Register 4.8: PHY XS Status 2.
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PHY XS Status 2 Register

Table 2-51 shows the PHY XS Status 2 register bit definitions.

Table 2-51: PHY XS Status 2 Register Bit Definitions
. Reset Access A

Bits Name Value Type Description
4.8.15:14 | Device present 10 R The block always returns 10.
4.8.13:12 | Reserved All 0s R The block always returns 0 for these bits.

. R 0 = No fault condition on transmit path
4811 Transmit local fault B Latching High | 1 = Fault condition on transmit path
. R 0 = No fault condition on receive path
4.8.10 Receive local fault B Latching High | 1 = Fault condition on receive path
4.8.9:0 Reserved All Os R The block always returns 0 for these bits.
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MDIO Registers 4.14 and 4.15: PHY XS Package Identifier

Figure 2-35 shows the MDIO 4.14 and 4.15 Registers: PHY XS Package Identifier.
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Figure 2-35: PHY XS Package Identifier Registers

Table 2-52 shows the Package Identifier registers bit definitions.

Table 2-52: Package Identifier Registers Bit Definitions

Reset | Access

Bits Name Value | Type

Description

4.15.15:0 | PHY XS Package Identifier All Os R The block always returns 0 for these bits.
4.14.15:0 | PHY XS Package Identifier All Os R The block always returns 0 for these bits.

MDIO Register 4.24: 10G PHY XGXS Lane Status

Figure 2-36 shows the MDIO Register 4.24: 10G XGXS Lane Status.
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Figure 2-36: 10G PHY XGXS Lane Status Register
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Table 2-53 shows the 10G PHY XGXS Lane register bit definitions.

Table 2-53: 10G PHY XGXS Lane Status Register Bit Definitions

: Reset |Access _—
Bits Name Value = Type Description
4.24.15:13 | Reserved All Os R The block always returns 0 for these bits.
. 0 = PHY XGXS receive lanes not aligned
4.24.12 PHY XGXS Lane Alignment Status - R 1 = PHY XGXS receive lanes aligned
42411 Pattern Testing Ability 1 R The block always returns 1 for this bit.
4.24.10:4 Reserved All Os R The block always returns 0 for these bits.
0 = Lane 3 is not synchronized
4.24.3 Lane 3 Sync - R T1=Lane3sis synchronized
0 = Lane 2 is not synchronized
4.24.2 Lane 2 Sync B R T1<Lane2is synchronized
0 = Lane 1 is not synchronized
4.24.1 Lane 1 Sync B R 11=Lanetis synchronized
0 = Lane 0 is not synchronized
4.24.0 Lane O Sync - R T1=Laneois synchronized

MDIO Register 4.25: 10G PHY XGXS Test Control

Figure 2-37 shows the MDIO Register 4.25: 10G XGXS Test Control.
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Figure 2-37: 10G PHY XGXS Test Control Register
Table 2-54 shows the 10G PHY XGXS Test Control register bit definitions.

Table 2-54: 10G PHY XGXS Test Control Register Bit Definitions

. Reset |Access -
Bits Name Value | Type Description

4.25.15:3 | Reserved All Os R The block always returns 0 for these bits.

4.25.2 Transmit Test Pattern Enable 0 R/W 0= Transm!t test pattern disabled
1 = Transmit test pattern enable
00 = High frequency test pattern

. 01 = Low frequency test pattern

4.25.1:0 | Test Pattern Select 00 R/W 10 = Mixed frequency test pattern

11 = Reserved
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Configuration and Status Vectors

If the RXAUI core is generated without an MDIO interface, the key configuration and status
information is carried on simple bit vectors, which are:

« configuration_vector[6:0]

+ status_vector[7:0]

Table 2-55 shows the Configuration Vector bit definitions.

Table 2-55: Configuration Vector Bit Definitions

Bits Name Description
6:5 | Test Select[1:0] Selects the test pattern. See bits 5.25.1:0 in Table 2-44, page 37.
Enables transmit test pattern generation.
4 | Test Enable See bit 5.25.2 in Table 2-44, page 37.
3 Reset RX Sets the RX Link Status bit (status_vector[7]). See Table 2-56. This bit should be
Link Status driven by a register on the same clock domain as the RXAUI core.
Clears both TX Local Fault and RX Local Fault bits (status_vector[0] and
2 | Reset Local Fault | status_vector[1]). See Table 2-56. This bit should be driven by a register on the
same clock domain as the RXAUI core.
1 | Power Down Sets the device-specific transceivers into power down mode.
See bit 5.0.11 in Table 2-36, page 31.
0 | Loooback Sets serial loopback in the device-specific transceivers.
P See bit 5.0.14 in Table 2-36, page 31.

Table 2-56 shows the Status Vector bit definitions.

Table 2-56: Status Vector Bit Definitions
Bits Name Description
1 if the Receiver link is up, otherwise 0. See bit 5.1.2 in Table 2-37, page 32.
7 | RX Link Status Latches Low.
Cleared by rising edge on configuration_vector|3].
1 if the RXAUI receiver is aligned over all four logical XAUI lanes, otherwise 0.
6 | Alignment See bit 5.24.12 in Table 2-42, page 36.
This is also used to generate the align_status signal described in Table 2-57.
Each bit is 1 if the corresponding RXAUI lane is synchronized on receive,
52 | synchronization otherwise 0. See bits 5.24.3:0 in Table 2-42, page 36.
' y These four bits are also used to generate the sync_status[3:0] signal described
in Table 2-57.
1 if there is a fault in the receive path, otherwise 0. See bit 5.8.10 in Table 2-41,
1 | RX Local Fault page 35. Latches High.
Cleared by rising edge on configuration_vector[2].
1 if there is a fault in the transmit path, otherwise 0. See bit 5.8.11 in Table 2-41,
0 | TX Local Fault page 35. Latches High.
Cleared by rising edge on configuration_vector[2].
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Bits[1:0] of the status_vector port, the Local Fault bits, are latching-high and cleared low by
Bit[2] of the configuration_vector port. Figure 2-38 shows how the status bits are cleared.

status_vector[0]

or status_vector[1]
(TX Local Fault or

RX Local Fault)

configuration_vector[2]

X13623

Figure 2-38: Clearing the Local Fault Status Bits

Bit[7] of the status_vector port, the RX Link Status bit, is latching-low and set high by Bit[3]
of the configuration vector. Figure 2-39 shows how the status bit is set.

status_vector[7]

(RX Link Status) \ /

configuration_vector[3] h

X13622

Figure 2-39: Setting the RX Link Status Bit

Alignment and Synchronization Status Ports

In addition to the configuration and status interfaces described in the previous section,
there is some information on the debug output port signalling the alignment and
synchronization status of the receiver (Table 2-57).

Table 2-57: Alignment Status and Synchronization Status Ports

Port Name Description
1 when the RXAUI receiver is aligned across all four XAUI logical lanes, 0
debug|[5] .
otherwise.
debugl4:1] Each pin is 1 when the respective XAUI logical lane receiver is synchronized

to byte boundaries, 0 otherwise.
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Designing with the Core

This chapter includes guidelines and additional information to facilitate designing with the
core.

General Design Guidelines

This section describes the steps required to turn a RXAUI core into a fully-functioning
design with user-application logic.

ﬁ IMPORTANT: Not all implementations require all of the design steps listed in this chapter. Follow the
logic design guidelines in this manual carefully.

Use the Example Design as a Starting Point

The RXAUI core has an example design that can be implemented in an FPGA and simulated.
This design can be used as a starting point for your own design or can be used to
sanity-check your application in the event of difficulty.

See Chapter 8, Detailed Example Design for information about using and customizing the
example designs for the RXAUI core.

Know the Degree of Difficulty

RXAUI designs are challenging to implement in any technology, and the degree of difficulty
is further influenced by:

«  Maximum system clock frequency

« Targeted device architecture

« Nature of your application

All RXAUI implementations need careful attention to system performance requirements.

Pipelining, logic mapping, placement constraints, and logic duplication are all methods that
help boost system performance.
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